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Learning objectives

At the end of the course, you will learn how to: 

·         Use big data and machine learning for causal inference. 

·         Understand the advantages and value added of using big data for applied research in social sciences.

At the end of the course, you will be able to: 

·         Be familiar with some of the most important approaches to program evaluation to address a variety of policy-
relevant research questions.

·         Effectively use big data to address important applied research questions. 

Contents

This course introduces the emerging field that merges Economics and Data Science to answer policy relevant
research questions. The main goal of the course is to discuss how to use big data to answer relevant research
questions in several applications.

We will discuss three main topics:



1) Causal Inference and Big Data.

2) Machine Learning and Causal Inference.

3) Empirical Applications Using Big Data.

Detailed program

Topic 1: Causal Inference and Big Data.

Ø  Causality, internal and external validity.

Ø  Big data: new frontiers for economic analysis.
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Topic 2: Machine Learning and Causal Inference.
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Ø  Randomized and natural experiments
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Ø  Differences-in-differences estimator 

References:

·         Bertrand, M., Duflo, E., and S. Mullainathan (2004) “How much should we trust differences-in-differences
estimates?”, Quarterly Journal of Economics, 119(1): 249-75.
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Topic 3: Empirical Applications Using Big Data.

Ø  Students' presentations: present your own work, one of the papers from a list of suggested papers that will be
provided, or a paper of your choice that uses machine learning methods, possibly replicating the results of the
paper you choose to present.

References: a list of papers will be provided.

Prerequisites

Principles of applied econometrics and statistical quantitative methods for data analysis.

Teaching methods

In the 2020-2021 academic year, the course will be taught online and will be characterized by a strong interaction
between the students and the teacher. The course will use several teaching tools such as short recorded lectures,
self-assessment activities, webconferences and streaming sessions, projects and weekly activities (individually or
in a small group).



Assessment methods

The exam consists in two parts that contributes to the final mark in the following way:

- 60%: group project (2-3 students) that applies the models and methods to the data.

- 40%: oral exam.

Textbooks and Reading Materials

Textbooks: there is no given recommended textbook for this course. Below you can find a list of some textbooks
that can be used as reference for the main Econometrics topics that we will discuss in the course. All listed
textbooks are available as e-books with the exception of Wooldridge (2020), which is available at the University
Library (both Central Site and Science Site).

Advanced: 

·  W. H. Greene. Econometric Analysis, 5th Edition, Prentice Hall International, 2003.

Simpler/less math:

·  J. Wooldridge. Introductory Econometrics: A Modern Approach, 7th Edition, Cengage Learning, 2020. (for IV and
2 stage least squares)

·  Stock and Watson, Introduction to Econometrics, 3rd Edition. (Basic statistics and regression analysis; companion
website with datasets and files to replicate empirical
results: http://wps.aw.com/aw_stock_ie_3/178/45691/11696965.cw/index.html)

· Angrist and Pischke, Mostly Harmless Econometrics, Princeton and Oxford University Press, 2009. (Excellent for
concept of causality, experiments, diff-in-diff, and RD)

Journal articles and book chapters: each of the three main topics will make reference to the articles listed in the
detailed program above.

Semester

Second semester.

Teaching language

http://wps.aw.com/aw_stock_ie_3/178/45691/11696965.cw/index.html


English.
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