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Introduction to the course

• Why we do aggregate both TM&S and IR students?

• The first part of the course will explain what text mining
is, and how it is related to (textual) Information Retrieval.

• It will introduce the basics of text processing, which are 
also employed in IR



• Moreover it will explain the task of Information Retrieval, 
which is indeed a part of the TM&S course.

• For these reasons the first part of the two courses will
be shared.

• The shared lessons will be delivered for the first 14 hours.

• After that the two courses will be diversified ….

Introduction to the course



What the shared part of the two courses
will address?
• The focus of both courses will be on texts

• Both courses share the problem related to text
representation, analysis and processing

• Both courses will also address the task of Information
Retrieval, commonly known as Search (all you know Web
Search Engines) à students of Computer Science will
address more technical issues, while students of Data
Science will address more modeling and applicative
issues related to Search engines, plus other text mining
tasks.



Organization of the two courses: 
First part – both TM&S and IR

• Definition of Text Mining
• Main differences between Text Mining and Data 
Mining

• The main tasks related to TM
• Text classification, text clustering, text summarization
• Information Retrieval and Information Filtering

• Text pre-processing
• Indexing and Text Tepresentation



Organization of the two courses: 
Second part – TM&S
• Text Mining tasks:

• Topic Modeling
• Text Classification
• Text Clustering
• Text Summarization

• Introduction to Information Retrieval
• Text Based Search Engines and Web Search Engines
• Information Filtering

• Open Source software for Text Mining and Search
• Lab TM&S (Dr. Luca Celotti Herranz)

• Introduction to open source software for Text Mining tasks



Organization of the two courses: 
Second part – IR

• Information Retrieval Models
• Web Search Engines
• The evaluation of Search Engines
• Advanced topics

• Lab IR (Dr. Georgios Peikos, georgios.peikos@unimib.it)
• Introduction to an open source software platforms for the 

development of search engines/recommender systems



Suggested readings

• Suggested readings will be uploaded on the elearning
platform



Exam
• There will be a written exam composed of questions

related to the various topics addressed during the course

• Project to be developed by groups of students (up to 
three)

And if you desire I am available to an oral examination to (possibly J ) 
increase your mark.



And now let us start !



Text Mining – the origins

• In 2004 Ian Witten (Weka’s “father”) published a paper
titled «Text Mining» in The Practical Handbook of Internet 
Computing.

• I will report some key sentences of this interesting article, 
which you can find on the Moodle platform related to this 
course.

• In his paper Ian Witten reports that: “….the first 
workshops [on text mining] were held at the International 
Machine Learning Conference in July 1999 and the 
International Joint Conference on Artificial Intelligence in 
August 1999”



Text Mining
• “Text mining is a burgeoning new field that attempts to 

glean meaningful information from natural language text. 
It may be loosely characterized as the process of 
analyzing text to extract information that is useful for 
particular purposes.”

• “…..the phrase “text mining” appears 17 times as often as 
“text data mining” on the Web, according to a popular 
search engine (and “data mining” occurs 500 times as 
often).”



Text Mining

• Another definition:
• “ The phrase “text mining” is generally used to denote any system 

that analyzes large quantities of natural language text and detects 
lexical or linguistic usage patterns in an attempt to extract probably 
useful (although only probably correct) information” [Sebastiani, 
2002].



Text mining is around us
• Sentiment analysis
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Text mining is around us
• Document summarization
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Text mining around us
• Document summarization
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snippets



Text mining is around us
• Restaurant/hotel recommendation
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Text mining is around us
• News recommendation
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Text mining is around us
• Text analytics in financial services
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Text mining is around us
• Text analytics in healthcare
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Text mining and Data Mining
• Data mining can be more fully characterized as the 

extraction of implicit, previously unknown, and potentially 
useful information from data [Witten and Frank, 2000].
• The information is implicit in the input data: it is hidden, unknown, 

and could hardly be extracted without recourse to automatic 
techniques of data mining.

• With text mining, the information to be extracted is 
clearly and explicitly stated in the text. It is not hidden at 
all
• Text mining strives to bring it out of the text in a form that is suitable 

for consumption by computers directly, with no need for a human 
intermediary.



Text Mining and Data Mining
• “Mining implies extracting precious nuggets of ore from 

otherwise worthless rock”. 

• If data mining really followed this metaphor, it would mean that
people were discovering new factoids within their inventory
databases. However, in practice this is not really the case. 
Instead, data mining applications tend to be (semi)automated
discovery of trends and patterns across very large datasets, 
usually for the purposes of decision making

From: Marti A. Hearst. 1999. Untangling text data mining. In 
Proceedings of the 37th annual meeting of the Association for 
Computational Linguistics on Computational Linguistics (ACL '99).



Text Mining and Data Mining

Finding Patterns 

Non-textual data s tandard da ta  mining 
T e x t u a l  d a t a  computat ional  linguistics 

Finding Nuggets 
Novel I Non-Novel 

? database queries 
real TDM information retrieval 

Table 1: A classification of da ta  mining and text  da ta  mining applications. 

compact summary  of something tha t  is already 
known. 

However, there are two recent areas of in- 
quiry that  make use of text  categorization and 
do seem to fit within the conceptual framework 
of discovery of trends and pat terns within tex- 
tual da ta  for more general purpose usage. 

One body of work uses text  category labels 
(associated with Reuters newswire) to find "un- 
expected patterns" among text articles (Feld- 
man and Dagan, 1995; Dagan et al., 1996; Feld- 
man et al., 1997). The main approach is to 
compare distributions of category assignments 
within subsets of the document  collection. For 
instance, distributions of commodities in coun- 
t ry  C1 are compared against those of country 
C2 to see if interesting or unexpected trends 
can be found. Extending this idea, one coun- 
t ry 's  export t rends might be compared against 
those of a set of countries that  are seen as an 
economic unit (such as the G-7). 

Another  effort is tha t  of the DARPA Topic 
Detection and Tracking initiative (Allan et 
al., 1998). While several of the tasks within 
this initiative are s tandard text  analysis prob- 
lems (such as categorization and segmentation),  
there is an interesting task called On-line New 
Event Detection, whose input is a s tream of 
news stories in chronological order, and whose 
output  is a yes/no decision for each story, made 
at the t ime the story arrives, indicating whether  
the story is the first reference to a newly occur- 
ring event. In other words, the system must 
detect  the first instance of what will become a 

• series of reports on some important  topic. Al- 
though this can be viewed as a s tandard clas- 
sification task (where the class is a binary as- 
signment to the new-event class) it is more in 
the spirit of da ta  mining, in that  the focus is 
on discovery of the beginning of a new theme or 
trend. 

The reason I consider this examples - using 
multiple occurrences of text  categories to de- 
tect trends or pat terns - to be "real" da ta  min- 

ing is that  they  use text  me tada ta  to tell us 
something about the world, outside of the text  
collection itself. (However, since this applica- 
tion uses me tada ta  associated with text  docu- 
ments, rather  than  the text  directly, it is un- 
clear if it should be considered text  da ta  min- 
ing or s tandard da ta  mining.) The computa-  
tional linguistics applications tell us about how 
to improve language analysis, but  they  do not 
discover more widely usable information. 

5 T e x t  Data  Mining as E x p l o r a t o r y  
Data  A n a l y s i s  

Another  way to view text  da ta  mining is as 
a process of exploratory da ta  analysis (Tukey, 
1977; Hoaglin et al., 1983) tha t  leads to the dis- 
covery of heretofore unknown information, or 
to answers for questions for which the answer is 
not currently known. 

Of course, it can be argued tha t  the stan- 
dard practice of reading textbooks, journal ar- 
ticles and other documents  helps researchers in 
the discovery of new information, since this is 
an integral part  of the research process. How- 
ever, the idea here is to use text  for discovery 
in a more direct manner.  Two examples are de- 
scribed below. 

5.1 U s i n g  T e x t  t o  F o r m  Hypotheses 
a b o u t  Disease 

For more than a decade, Don Swanson has elo- 
quently argued why it is plausible to expect 
new information to be derivable from text  col- 
lections: experts can only read a small subset 
of what  is published in their fields and are of- 
ten unaware of developments in related fields. 
Thus it should be possible to find useful link- 
ages between information in related literatures, 
if the authors of those li teratures rarely refer to 
one another 's  work. Swanson has shown how 
chains of causal implication within the medical 
l i terature can lead to hypotheses for causes of 
rare diseases, some of which have received sup- 
porting experimental  evidence (Swanson, 1987; 

5 

Information Retrieval was founded well before the appearence of the 
Expression Text Mining

It contributed to the basis of the analysis of texts, as we will see later
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Examples of texts
• Email
• Insurance claims
• News articles
• Web pages
• Patent portfolios
• User generated
content in Social
media (course on
Social Media Analytics)

• Customer complaint 
letters

• Contracts
• Transcripts of phone 
calls with customers

• Technical documents
• Scientific papers
• Health related 
information ….



Challenges in Text Mining
• Documents in an unstructured textual form are not 

readily accessible to be used by computers
• Dealing with huge collections of documents or streams 

of texts
• Data is not well-organized

• Semi-structured or unstructured
• Natural language text contains ambiguities on many 

levels 
• Lexical, syntactic, semantic, and pragmatic
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Text Mining and Search (Information 
Retrieval)

• Information Retrieval: 
• Make it easier to find things on the Web.

• You ask and the collection is “mined” to find useful answers

• Its roots date back to 70ties (and even before)

• The metaphor of extracting ore from rock:
• extracting documents of interest from a huge pile (Extraction 

of useful information from huge data repositories)
• based on analysis of texts to find correspondence with a user 

query

We will go deeper inside IR



TASKS AFFECTED BY TEXT MINING
• Text Summarization: A text summarizer strives to produce a 

condensed representation of its input, intended for human 
consumption

• Information Retrieval: given a corpus of documents and a user’s
information need expressed by a query, IR is the task of identifying
and returning the most relevant documents to the query. Web 
search engine also apply text summarization stage that focuses on 
the query posed by the user to provide a short synthesis of the 
retrieved documents.

• Content Based Recommender Systems: textual contents
produced in a stream are pushed to a user to fulfill the user
preferences as represented in a user model, also called user profile



TASKS AFFECTED BY TEXT MINING
• Text Classification : Text classification (or text 

categorization) is the assignment of natural language
documents to pre-defined categories according to their
content [Sebastiani, 2002]. It has a variety of applications
(e.g.sentiment analysis) hot topic in machine learning
(supervised learning)

• Document clustering: document clustering is
“unsupervised” learning in which there is no predefined
category or “class,” but groups of documents that share 
the similar topics are sought. 

• Topic identification and tracking



Document classification
• Document classification

• Possible application: adding structure to the text corpus
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Text clustering
• Text clustering

• Possible application: identifying structures in a text corpus
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Topic Modeling
Identifying topics in the text corpus (or in single texts)
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Social Media Analytics
• Exploring additional structure in the text corpus
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Mining structured information from texts
Mining structured data within texts.
• Entity extraction: many practical tasks involve identifying

linguistic constructions that stand for objects or “entities” 
in the world (e.g. names of people, places, etc.)

• Information Extraction: the task of filling templates from 
natural language input 

• Learning rules from texts: extracting rules that
characterize the content of the text itself. 



Predictive and Exploratory Analysis of 
Text

• Predictive Analysis of Text 
‣ developing computer programs that automatically
recognize or detect a particular concept within a span of 
text.

• Exploratory Analysis of Text: 
‣ developing computer programs that automatically
discover interesting and useful patterns or trends in text 
collections.



Predictive Analysis of Text: examples

• Opinion Mining
• automatically detecting whether a span of opinionated

text expresses a positive or negative opinion about the 
item being judged

• Sentiment/Affect Analysis 
• automatically detecting the emotional state of the author

of a span of text (usually from a set of pre-defined
emotional states). 

• Bias Detection
• automatically detecting whether the author of a span of 

text favors a particular viewpoint (usually from a set of 
pre-defined viewpoints)  



Opinion Mining: movie reviews

“Great movie! It kept me on the edge of my positive
seat the whole time. I IMAX-ed it and have no regrets.”  

“Waste of time! It sucked!” negative 

“This film should be brilliant. It sounds like a great plot, the 
actors are first grade, and the supporting cast is good as
well, and Stallone is attempting to deliver a good
performance. However, it can’t hold up.”     negative 

“Trust me, this movie is a masterpiece .... after you’ve seen
it 4+ times.” ???



Sentiment Analysis in support group posts

• “[I] also found out that the radiologist is doing the biopsy, 
not a breast surgeon. I am more scared now than when I 
...” fear

• “... My radiologist ‘assured’ me my scan was NOT going to 
be cancer...she was wrong.” despair

• “ ... My radiologist did my core biopsy. Not a problem and 
he did a super job of it.” hope

• “It's pretty standard for the radiologist to do the biopsy so I 
wouldn't be concerned on that score.” hope



Bias Detection
• “Nationalizing businesses, nationalizing banks, is not a 

solution for the democratic party, it's the objective.” --
Rush Limbaugh conservative (vs. liberal) 

• “If you're keeping score at home, so far our war in Iraq 
has created a police state in that country and socialism in 
Spain. So, no democracies yet, but we're really getting
close.” -- Jon Stewart   against war in iraq (vs. in favor of)



Predictive Analysis of Text: examples

• Information Extraction
• automatically detecting that a short sequence of words belongs to (or is an 

instance of) a particular entity type, for example: 
• ‣ Person(X)
‣ Location(X)
‣ TennisPlayer(X) 

• Relation Learning 
• automatically detecting pairs of entities that share a particular relation, for 

example: 
• ‣ CEO(<person>,<company>)
‣ Capital(<city>,<country>)
‣ Mother(<person>,<person>)
……



Relation Learning 
CEO(<person>,<company>) 

59

Relation Learning
CEO(<person>,<company>)

<person>, who was named CEO of <company>

Wednesday, August 19, 15



Relation Learning 
CEO(<person>,<company>) 
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Relation Learning
CEO(<person>,<company>)

CEO(Tom*LaSorda,*Fisker)

CEO(Sean*Connolly,*Hillshire*Brands)

CEO(woman,*Gilt*Groupe)

CEO(sco[sh*chemist,*AztraZeneca)

CEO(Bob*Harrison,*First*Hawaiian*Bank)

Wednesday, August 19, 15



Predictive Analysis of Text 

• Text-driven Forecasting
• monitoring incoming text (e.g., tweets) and making predictions

about external, real- world events or trends
‣ a presidential candidate’s poll rating 
‣ a company’s stock value change
‣ a movie’s box office earnings
‣ side-effects for a particular drug
‣ ... 

• Temporal Summarization
• monitoring incoming text (e.g., tweets) about a news event and 

predicting whether a sentence should be included in an on-going
summary of the event



Exploratory analysis of text
• Text clustering
• Topic modeling
• …



Mining structured text
• Several Web resources have a structure: for example

Web pages are written is HTML. XML is another markup 
language that provides a “logical” structure to a text. 

• Many software systems use external online resources by 
hand-coding simple parsing modules, commonly called
“wrappers,” to analyze the page structure and extract the 
required information. 



Welcome to the class of “Text Mining”!


