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QUICK REFRESH ON GLIMs

- From the General Linear Model to the Generalised Linear Model

* Results form first application

* Bridge from GLIM to GLIMM

 Which assumption of the GLIM are violated when GLIMM is needed?

* Are there any ways for checking the need for a GLIMM instead of a GLIM?
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PLAN OF THE LESSON

- Part|
* Icebreakers: NHST and p-values

- Partll
- Effect sizes, P-values, & Power
* The language of power analysis
- Types of power analysys

- Part Il
* Conducting, running and reporting a power analysis

» Software for Power Analysis:
- G*Power
- R (introduction)

Ph.D. School - University of Milano-Bicocca Prof. Franca Crippa




PART |

lcebreakers: NHST and p-values
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A SHORT PREMISE: SOME HISTORY

Ronald Fisher in the 20's, described the testing of a null hypothesis and used p values to this purpose. He did
not set the 0.05, 0.01 criteria

Neyman and Pearson, in the 30’s, described the extension of Fisher’s model by adding the notion of the
alternative or research hypothesis

The use of the p-value as compared with standards of 0.05 and 0.01 followed soon after that
In early 9o’s there were suggestions to include effect sizes in reporting (APA Style Manual, 1994).

In 1999, the Task Force on Statistical Inference (TFSI) was formed to report on the controversy about
significance testing and to promote the use of alternative methods The TFSI also described the different
effect sizes that could be used.

Many of the methods for effect size were introduced a long time ago, pre-Fisher, asrand n
Fisher described eta-squared or the correlation ratio as a measure of variance accounted for
Cohen’s d about 1962 Glass effect size about 1976 Hedges effect size about 1981.
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NULL HYPOTHESIS SIGNIFICANCETESTING (NHST)

* Critical value and corresponding p level of significance (criterion of significance):

 pvalue the proportion of null experiments, out of all possible experiments, that will
turn out significant even when the null hypothesis is true (o usually o5, more seldom
.01)

* ltisrelated to sampling (false positive) [Analogously for type Il error, false negative].

* We sample (evidence) from all possible values in the population (the sample space). In
the long run, sooner or later, we will sample from the ‘extremes’, which are eccentric
and in this case the evidence not the general ‘true’ behavior.

* p-value: probability of observing test statistics greater than the (absolute value of) the
critical value, under the null hypothesis (false positive)
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CAN P-VALUES BE MEASLEADING?
(IWANTTO SEETHE STARS!)

* Statistical significance provides no information about size of effects and other aspects. Many
p-values are not very meaningful if not read together with the effect size and in a replicability
conceptual framework.

* p-values can be so specific that they don’t tell researchers what they need to know
* Information on p cannot be used to make decisions about how to use the results

* p-values indicate only that a difference could be or should not be attributed to chance in
extracting that specific sample from all possible sample (this holds under the NHST).
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REJECTING OR FAILING TO REJECT (FTR)

Research concludes:

FAILTO REJECT NULL,;
NO EFFECT

Researcher concludes:

REJECT NULL,;
EFFECT EXISTS

NHST: THE LOGIC

Reality:
NO EFFECT

CORRECT FTR

TYPE 1 ERROR (o)

Reality:
EFFECT EXISTS

TYPE 2 ERROR (B3)

CORRECT REJECT (2-B)

Type | and Il errors
Coeteris paribus, when
type | decreases, type Il
increases




NHST: THE GRAPH

P L L e 5

3% 97

Type | error Type Il error
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TYPE | ERROR RATE

* The first error rate, the significance level, is chosen by the experimenter and is conventionally one of
5%, 1% or 0.1% or (P=0.05) (P=0.01) or (P=0.001). Each error rate gives a threshold value (on the X axis)

that must be exceeded for significance.

* Interpretation: in 5% of experiments in which there is no real treatment effect the t statistic will exceed
the threshold value due to chance in sampling

* Choice of Type | error rate. The smaller the rate chosen the stronger the evidence that there is an effect

of treatment. Q’.

The typical reference t-test for the difference in the means of two AN
population Nﬁ"
Example: difference in height between basket players and the ! R
general population, treatment vs control. f <

PhD School — University of Milano-Bicocca a.a. 2019/20 10




BEWARE

- nominal alpha: the probability of making a Type | error when all the assumptions are met

- real alpha: the probability of making a Type | error when one or more of the assumptions are
violated

* Real alpha higher then nominal alpha: alpha inflation

Ry

Srortign.om » 8009521457 52250

VOLTAG
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NHST VERSUS Cli

Tt test

mean under the Nnull hypothesys: 120 sentences
Sign. (hewo 25% Cl
1 clf tails) mean oiff lower upper

tot_frasi 24652673,000 Jaoo B7y049020,00 513322092,00 82765947 00

What is the main difference between NHST and CI?

* NHST: acceptance region is the bilateral Cl under the null hypothesis, i.e. when the value of the
null hypothesis is considered the TRUE mean in the population

» Cl: no hypothesis or knowledge whatsoever about the value of the mean (or means difference)
in the population

* Is the Clinformative? When its precision its high, i.e. when the Cl width is small: (upper limit-
lower limit)
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95% confidence intervals

- Population mean
® Sample mean

Proportion of Cls that include population mean

Cl Width

Sample mean
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NEW VERSUS OLD (?)

Understanding
The New Statistics
Effect Sizes, Confidence
Intervals, and Meta-Analysis

/
~—">

He
The accentis on replicability. The ‘novelty’ lies in this perspective. z pC/C \

Geoff Cumming

The need for a larger use of Cls has been underlined by APA and it does not imply
NHST neglection.

Contents have been largely known and discussed (see article discussing NHST and Cl,
written in 1979 and later papers in Psychological Science )

INTRODUCTION TO
THE NEW STATISTICS

{J F-CUMMING &
SERT CALIN-JAGEMAN R
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PART I

Effect sizes, P-values, sample size and Power
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TYPE | ERROR RATE AND THE EFFECT SIZE

* In research, p values are one of the two measures used to report study results. The other one is the
effect size (ES).

 An ES is what the result found, e.g. the difference found in the mean scores between two groups. It
measures the strength of the result and it is pure, as it does not depend on sample size., unlike p-values.

* ES = (Meantreatment — Meancontrol)/Sdpooled It is a pure number!

» A general definition of ES is that it is a family of indexes that measure the magnitude of a treatment
effect

* What is the probability of detecting an effect when the effect exists in the population?

* Real effects may be very important or very unimportant. Is the ES generalizable?
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EFFECT SIZE

- Knowledge of the magnitude of a treatment effect is qualitatively different than knowing if the effect
is real.

- Real ES may be very important or very unimportant (negligible).

- Two types of ES:

1. standardized units of difference

2. Variance-accounted-for statistics
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UNDERTHE NORMALITY ASSUMPTION: THE
BIGGER D, THE BETTER

A d=Q.8
tm l‘q [N Power (1-p = 0.91)
Significance level (o = 0.03)
Sample size (n = 21)
e
Cohen's d-0.77
B .ﬂ s q 2 Zerit
AL PSR/
L]
.
- C.d=4.0 u .
' g ot
Power (1-B = 0.9) ‘IIIIIIIIII*IIIIIIIIII'

Significance level (o = 0.05)

Effect size (d = 0.77)

Cohen's d-0.77

B
@ =

i B
a2
3% 9% (91)

Power (1-B = 0.8)

Significance level (a = 0.05)

Effect size (d = 0.77)

HO Zcrit

5%

Type | error

—_

10 %% 90 %

Type Il error Power

Ha

Cohen's d-0.77

HO Zerit

Ha

21

17.72

N
5% 20 % 80 %

Ssample size Type 1 error

Type 1l error Power

13.24

sampie size



A bigger
effect
size
requires
a smaller
power to
be
detected

Bigger and bigger effect size d

P L S ——

Uu|
=
[

Effectlsize 2

PhD School — University of MiIano-Bicocgiaga.a. 2019/20




ES IN STANDARDIZED UNITS

An ES is the observed difference between means, proportions, etc.
To be useful for comparative purposes, this difference needs to be standardized.

Standardization relies on the pooled variance, i.e. on the variance computed on all
subjects.

- Cohen'’s d (most common)

- Glass's g
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EFFECT SIZES IN STANDARDIZED UNITS OF DIFFERENCE

- Observed difference on means, proportions, etc. The difference needs to be standardized
* Cohen’s d (most common), Glass's ¢’

Population Form Statistic Form X x

Experimental ~ <> Control

X - X g=
g =212 S

Control

A

First recognized effect size.

Mean differences in units of common population standard
deviation (called pooled sd).

Cohen used this as the basis his research on power.

Glass proposed a modification of the Cohen d
the common standard deviation replaced with the
standard deviation of the control group.
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VARIANCE-ACCOUNT-FOR STATISTICS

- Very similar to the correlation coefficient (r) and the coefficient of determination (r2). These provide
indications of the proportion of variance that can be attributed to the treatment.

- For mixed models, the intraclass correlation coefficient, estimates the effect size. It measures the
proportions of total variance in the second (higher) level of the model.

* In case of nominal variables, Cramer’sV is applied, as a transform of the Chi-square

Eta-squared, n2
Intraclass Correlation, ICC

Cramer'sV
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EFFECT SIZES AS VARIANCE-ACCOUNTED-FOR STATISTICS

Regression, anova Eta-squared, n2
More often used in meta-analysis , SS
A n?of 0.25 would indicate that 25% of thetotal variation is y° = ——Leament.
accounted for by the treatment variation. S5 1ora
Mixed models intraclass Correlation, ICC
Interaction can be tI’iCky: Results showed that power pupmatign variance between level-two units
varies significantly as a function of model type and o=
whether or not the model is the main total variance
model for the study
chi-square applications Cramwhere df* = min(r — 1, ¢ — 1) and r = number of rows and ¢ = number of columns
2
v= |-<%
n-df*
d
=




EFFECT SIZES THRESHOLDS

Cohen's d i 2
Standard
LARGE 0.8 371 [.138
0.7 330 |.109
0.6 287 |.083
MEDIUM| 0.5 243 |.059
0.4 196  [.038
0.3 148 1022 | FEffed Size Benchmarks |
SMAIL | 0.2 100 |.010 Statistic Small Medium Large
0.1 050 |.002 : Means - Cohen'sd 0.2 0.5 0.8
0.0 000 |Looo Cramer's V ANOVA - f 0.1 0.25 0.4
@ e s 2. ANOVA - eta squared 0.01 0.06 0.14
: 10 30 50 Regression ftest 0.02 0.15 0.35
2 o7 3 Correlation - r or point serial 0.1 0.3 0.5
3 06 a7 ag Cnﬂﬂiaﬁm- I-Eqn'a-IEd ﬂ-ﬂl ﬂl]Er 0.14
4 05 as 25 Association - 2 x 2 table -OR 15 3.5 9

s o4 B 22 Association - Chi-square - w or Phi 0.1 0.3 0.5



INTERPRETING THE EFFECT SIZES/ STANDARDIZED MEASURES

* AdorgAdorg'orgofi.2indicates that the range of difference among the means is one and two-
tenths of the size of the standard deviation.

Large or small?

Cohen chose three values that had been used extensively as standards for effect size.

: Cohen warned about using these standards in practice. The major problem is that effect sizes are
influenced by the number of samples and the sample sizes.
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- High error rate Il B means that a real difference between treatments is unlikely to be detected.

- A rate of 0.5 means that 50% of all possible experiments will not detect effects.
 Power =1 -3 =: The probability of rejecting the null hypothesis when it is false, i.e. to detect a real difference.

- In everyday language, power is the probability of concluding that the group means differ on the basis of your sample
evidence, when the groups means actually differ in the population.
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SAMPLE SIZE, TYPE | ERROR RATE, EFFECT SIZE AND POWER
POWER ANALYSIS

- Type Il error rate is related to:
sample size
Effect size
SD
Type | error rate a (the smaller type | error, the higher type Il, coeteris paribus).

- These factors — ES, sample size, a, power, form a closed system. Once any three are established, the
fourth is completely determined.

- What is a power analysis? A process by where one of several statistical parameters can be calculated
given others.

- Usually, a power analysis calculates needed sample size given some expected effect size, alpha, and
power.
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A POWER ANALYSIS INVOLVES FOUR STATISTICAL MEASURES,
‘FIXING' THREE OF THEM RESEARCHERS SOLVE FORTHE FOURTH

Probability of Type | error a Power 1-b

* Probability of finding significance where thereis * Probability of finding true significance
none * True positive

* False positive * ebetais:

* Usually set to .o5 * Usually set to .80

ES

The ‘expected effect’ is ascertained from:

Pilot study results

Published findings from a similar study or studies
* Sometimes calculated from results if not reported
n Field defined ‘meaningful effect’

* The sample size - usually the parameter you «  knowledge of the field)

are so |V| ng for PhD School — University of Milano-Bicocca a.a. 2019/20 28




THE LANGUAGE OF POWER ANALYSYS

Factors Affecting Power

1. Size of the effect
2. Standard deviation of the characteristic
3. Bigger sample size

4. Significance level desired

Other factors in GLIMs

In a more complex model with more parameters
or with more complex effects, power
because SE gets larger

Bigger error (unexplained variance and therefore
smalle R? power

larger error means larger standard error of
parameter estimates.
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Sample size in each
group (assumes equal
sized groups)

2,0' (£,

11 =

THE LANGUAGE OF POWER/2

desired power
(typically .84 for 80%

power). All-purpose power formula

+ / 2) Z er = dlfferenc.e 7,

standard error(difference)

- / dlfference

Standard deviation
of the outcome Eﬂ:ECt Size (the

variable difference in
means)

desired level of
statistical
significance
(typically 1.96).
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HOW o s, etc) DETERMINES POWER

262 cases, 1241 controls

MNull
Distribution:
difference=o,

Mﬁhﬁﬁimﬁ -5
»mmal value

one-tail area=2.c%

(Zaj2= 1.06)

Rejection region ==

6.5= (0+3.3*1.96)
critical value

For sMisignificance level,

Clinically relevant
alternative;
difference=10%.

Power= chance of beingin the
rejection region if the alternative
is true=area to the right of this
line (in yellow)

10: mean under Ha
3.3=SE

Power:

P(Z>(6.5-10)/3.3

=P(Z>1.06)=
85%
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HOW ES AND VARIABILITY DETERMINES POWER

I’ﬁfﬂﬂl i’ﬁ]li@": Huge ES and small SE §18 treated, 72 cEmtrols, sd=2 8
Big SE and small ES 0+10*1.96=20 2. o

Critical value=
0+0.52*1.96=1

Z,/>=1.96
2.5% area

PﬂW&fﬂém}ftﬁ { Clinically reles . :
15% now. { alternative: | Poweris nearly
-:7*i

1 difference=4 ps

o L2 L
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A BRIEF GRAPHICAL OVERVIEW

ES: bigger difference from the null mean

Bigger Sample Size

- Clinically relevant
alternative

Higher significance level

I Bigger standard deviation




Null
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TYPES OF POWER ANALYSIS

Power conventions
- Desired level of power: the more the better, value of .80 minimum threshold standard

* Higher power means more precision in estimating ES (tighter Cl)

Strategies, determine:
* number of subjects needed (n*) for given level of power (e.g. .80)

* power for a given design (e.g., completed experiment with fixed n)

Types of power analysis

- A priori: compute n, given alpha, power, ES (advised)

* Post-hoc: compute power, given alpha, n, ES (controversial, in designing a study you need a priory)
- Criterion: compute alpha, given power, ES, n (not much used)

- Sensitivity: compute ES, given alpha, power, n (useful for Minimal Detectable Effect MDE)
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Power (1-f3)

POWER FUNCTIONS

1
0,9 -
0,8 -
0,7 -
0,6 -
0,5 -
0,4 -
0,3 -
0,2 -
0,1 -

0 -
3P

N

R

Sample Size

POWER FUNCTION AND F DISTRIBUTION

* Fisaratio of observed effect to error

e F=(True Effect + Error) / Error

* The larger the true treatment effect, the larger F you
expect to find

 Ifthe null hypothesis is correct, E(F) = 1.0

Likelihood of rejection HO
* The power of most statistical tests
in social sciences can be evaluated

via the familiar F distribution (D.
Lakens)
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HOWTO INCREASE POWER

Increase n

- Effects of adding more subjects are not identical to those of adding more
observations

Increase ES
- Choose a different research question
- Use stronger treatments or interventions

* Use better measures
Effects of implementing power analysis:

 Stronger studies: larger samples, better measures

» Fewer studies: adequate studies are harder to do than most people realize
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CONDUCTING A POWER ANALYSIS

Are all tests the same in the face of power?

* Some statistical tests are more powerful (i.e., better at detecting real/non-zero population effects) than
others.

- Parametric tests often are more powerful than non-parametric, because they work with more information
from the data.

* GLIM is Minimum Variance (Estimator) when assumptions are met

Power can be calculated for tests of
-Effect for single regressor, subset of regressors controlling for other regressors in model, or all regressors in the
model.
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CONDUCTING A POWER ANALYSIS

A priori power analysis Software

(sample size planning) Eor GLIMs G*Fower
* Most popular by far, free download available for both the PC and Mac.

* Jtincludes an effect size calculator
* set alevel (max *  Ononline tutorial manual

: d desired
Oc;jv)\;earn(mir?sgs) For (few ) GLIMMs Optimal Design
i ' * Itissomehow related to HLM, the free version is very basic

*  Specify (calculate)
expected Commercial scientific software
ES(conservative). * Mplus GLIMMs, Latent Models

e nisafunction of the * HLMGLIMMs

above factors.

All models open source R packages




CONDUCTING A POWER ANALYSISWITH G*POWER

.y UCLA
K ~ Institute for Digital Research and Education
1are el | e——————

e

G'POWER

These pages were developed using G*Power version 3,080,

Detailed illustrations can be found on the related UCLA
|dre web page: https://stats.idre.ucla.edu/other/gpower/

The UCLA idre web page provides also an introductory
seminar to power analysis

https://stats.idre.ucla.edu/other/mult-pkg/seminars/intro-
power/
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CONDUCTING A POWER ANALYSISWITH G*POWER

Pa GPoww 1192
Fla Ede View Tex Cakuater Halp
Central and nancenenal disy Butons  Pratocol of powes anhses

anatca ey
¥ Correiation Poi biselal mode
Type of powar ananus
Apricrl Compute requires sampie 3¢ - Gven &, power, and effect size
frast Parametara Cutgat Paramaters
Tuiks) Ose | Naacenraity par ametes §
Detar ming = Mt e 8 | 3
@i pioe | oas
Paswdr (1-5 s prog) 083

Two windows

« Central and non central
sampling distributions

« Protocol of power
analysis

The only difference is
that ‘protocol’ allows to
save, cancel and print
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G-Power: how to run power analysis

P v ruwm Les

Fie Edt View Tests Colculstor

Cerardl and non Corvelation and regression

O Means
Progortions
Wenances

Genanc

* Biyses

¥

>
»

¥

Tes1 famiy STANEHCA TSt

1tests v Correlation Poirt biyerial mode!

Tvpe of power analysis

Apriork. Campite required samgie size - given a, pawer,

Inpux Parameners

Talx) Oma

Determine = EMfect size |p
o e prob [
Power (1-p err probd |

O

One group Diffevence from constant

One group Wilcaeon (nom-paramestne]

Twn dependent groups (matched pars]

Two dependant groups (mutched pan|: Wik coen (nen-parsmaetnc)

Towo inde penchert groum

Teve inde panclert groups: Wik cecn (nen-parsmaetne)

Many groups ANCTWR Main effects and intenctions

Many groups ANOVA Ove-way (ane mdependent vanable)

Meny groups ANOVE: Main effects and nterections [two or more ndependert venebles)

Repssted memures: Between factors, ANCVA-spproach

Fapsated meaurc: Betwesn Tactord, MANDWVA-approach

Pepeated messures: Wkhin factors, ANOWR-appeoach

Repertad messures: Whin factors, MANDE-3 ppeoach

Fepeited mestuies: WRhin- between imteractions. ANONVE-sppeosch
Pepertad memures: Wehen- between imtersctiore. MANOUL-sppeaach

Multrvanate: Hotaling T ene greup

Mutvanate: Hotsling T bwe groupe

Multhvanate: MANOVA: Global stfects

Multisariate: MANOVX Specal effects and interactions

g |

Actiual power




G*Power

B, G*Power 3.1.9.2 — X
File Edit View Tests Calculator Help

Central and noncentral distributions  pProtocol of power analyses

Test family Statistical test
t tests N ‘ ‘Correlation: Point biserial model N ‘

Type of power analysis
A priori: Compute required sample size - given «, power, and effect size 7 ‘

Input Parameters Output Parameters

Tail(s) One N Noncentrality parameter & ?
Determine =>  Effect size |p| 0.3 Critical t ?

« err prob 0.05 Df ’

Power (1-B err prob) 0.95 Total sample size 2

Actual power

X-Y nlot for a ranae of values Calculate



Two sample means

Test family Statistical test
‘t tests ~ ‘ \Means: Difference between two independent means (two groups) ~ ‘

Type of power analysis

M\ nriori: Compute required sample size - given o, power, and effect size v
Input Parameters Output Parameters

Tail(s) ‘One X ‘ Noncentrality parameter & ‘ 2.5248762 ‘

Effect size d ‘ 0.5 ‘ Critical t ‘ 1.6602343 ‘

o err prob ‘ 0.05 ‘ Df ‘ 100 ‘

Power (1-B err prob) ‘ 0.80 ‘ Sample size group 1 ‘ 5% |

Allocation ratio N2/N1 ‘ 1 ‘ Sample size group 2 ‘ 51 ‘

Total sample size ‘ 102 ‘

Actual power ‘ 0.8058986 ‘

X-Y plot for a range of values Calculate




Example 2: Two repeated means

-Test family Statistical test

Mests 2 ‘ ‘Means: Difference between two dependent means (matched pairs)

b ‘

Type of power analysis

‘A priori: Compute required sample size - given o, power, and effect size

N ‘

Input Parameters

Output Parameters

Tail(s) ‘One v Noncentrality parameter & 2.5980762 ‘

Effect size dz 0.5 Critical t 1.7056179
o err prob 0.05 Df 26

Power (1-B err prob) 0.80 Total sample size 25

Actual power 0.8118316

X-Y plot for a range of values Calculate




ANOVA2x2

critical F = 3.91755

Number of groups

0.2 1
1 W N o N
L-—"'b\ —-——.——_-'—-—-__...___
o A : ) . SETR
0] 5 10 15 20
est family Statistical test
|F tests e ‘ ‘ANOVA: Fixed effects, special, main effects and interactions i ‘
ype of power analysis
|A priori: Compute required sample size - given o, power, and effect size ~ ‘
nput Parameters Output Parameters
Effect size f Noncentrality parameter A ‘ 8.0000000 ‘
o err prob Critical F ‘ 3.9175498 ‘
Power (1- err prob) Denominator df ‘ 124 ‘
Numerator df S Total sample size ‘ 128 ‘
Actual power ‘ 0.8013621 ‘




G-POWER: PROTOCOL OF POWER ANALYSIS. HAVEWE FOUND WHAT
WE ARE LOOKING FOR?

e G*Power3.1.9.2
File Edit View Tests Calculator Help

Central and noncentral distributions Protocol of power analyses

Test family Statistical test

ttests w | |Corri:ia.:_io'r‘|: Point biserial model

Type of power analysis

A priori: Compute required sample size — given o, power, and effect size

A priori: Compute required sample size - given o, power, and effect size

Compromise: Compute implied o & power — given B/ o ratio, sample size, and effect size
Criterion: Compute required o — given power, effect size, and sample size

Post hoc: Compute achieved power — given o, sample size, and effect size

Sensitivity: Compute required effect size - given o, power, and sample size

o err prob .05 Df

Power (1-B err prob) 095 Total sample size

Actual power

A priori: the ‘ideal’ way of
determining power

Post hoc: the 'l could not help
it way of determining power

Sensitivity analysis: | have a feeling

that there is an effect, but | do not
have evidence so far.

How much do | have to increase my
sample size to find (if  am wright)
what | am looking for?
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G-POWER: HOWTO CHOOSE THE GLIM

B M TS T

File Edit View Tests Calculator Help

Type of power analysis
EA priori: Compute required sample size - given of, power,

Input Parameters Ou
Tail(s) | One le |
iDetermine:} | Effect size ipl
o err prob 0.05
Power (1-f err prab) 0.55

Central and nonc Correlation and regression ¥ h‘!’—‘e’ﬁ
: Means ¥ One group: Difference from constant
Proportions ] One group: Wilcoxon (non-parametric)
Variances ¥ Two dependent groups (matched pairs)
Generic ¥ Two dependent groups (matched pairs): Wilcoxen (non-parametric)
Two independent groups
Two independent groups: Wilcoxon (non-parametric)
Many groups: ANCOVA: Main effects and interactions
Many groups: ANOVA: One-way (one independent variable)
Many groups: ANOVA: Main effects and interactions (tweo or more independent variables)
Repeated measures: Between factors, ANOVA-approach
Test family Statistical test Repeated measures: Between factors, MANOVA-approach
[;;ésts w | ‘Ccrrel-&_ib;n_:- Point biserial model Repeated measures: Within factors, ANOVA-approach

Repeated measures: Within factors, MANOVA-approach
Repeated measures: Within-between interactions, ANOVA-approach
Repeated measures: Within-between interactions, MAMOVA-approach

Multivariate: Hotelling T°, one group

Multivariate: Hotelling T, two groups

Multivariate: MANOVA: Global effects

Multivariate: MANOVA: Special effects and interactions

E

Actual power 2 PhD Schinod — Undvenity of Mana-Bicoses 3.2, 201617




A COMPLETED EXERCISE : POWER ANALYSIS FORTEST FORTWO
INDEPENDENT MEANS

Central and noncentral distributions Protocol of power analyses

critical t = 1.5853&6&

o T T T L La Bl T T ~— T ni T T T T T T T
—3 -2 =1 (8] 1 2 3 4 5 &
Test Family Statistical test
DeS| red effect T tests e ! | Means: Difference between two independent means (bwo grouaps) = !
f — Type of power analysis
size d=0.5 i bk : — : .
|A priori: Compute required sample size — given «, power, and effect size o |
T e | error o O Imput Paramerars Cutput Parameters Sample SIZES
yp I . 5 Tail(s) | Cne el Moncentrality parameter & 3.3 166248 88 . | 6
: , In total 17
Determine => | Effect size d D5 Critical © 1.6536580
Power wanted o err prob 0.05 o 174 cases
. . Power (1 -5 err prob) .93 Sample size group 1 88
(in this case, _ _ _
Adiocation ratio M2 /M1 1 Sample size group 2 85
Very h'gh, 0.95 Total sample size 17
Actual power 09514254

Equal sample sizes,

Input values Output values
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X—y plot for a range of values i i Calculate ]




A COMPLETED EXERCISE: SENSITIVITY ANALYSIS FORTTEST FORTWO
INDEPENDENT MEANS

fie. GPower - Plot - x
File Edit View
Craph  Table
t tests - Means: Difference between two independent means (two groups) ; Same Gpower SeSSIOn aS II’] the pFEVIOUS Same
Tail(s) = One, Allocation ratic N2 /N1 = 1, « err prob = 0.05, Effect size d = 0.5 .
180 analysis
160 —
| Total sample size (y axis )for different power
27 levels (x axis)
a 120
£
5.1 Below an example of curve for estimated ES as a
) function of the sample size n
B0 — e
60— -

0.6 0.65 0.7 0.75 0.3 0.85 88 0.595%
Power (1-§ err prob)

Plot Parameters

Flot {on vy axis) ITmai sample size o | with markers |:| and displaying the values in the plot
as a function of |Pumar (1-B err prob) v| from | 0.6 | in steps of through to
Plot | 1 e | graphis) |interpolating points w |
with | Effect size d v oa 0s]

= - —
e |1“” iab "i it | 0.05 | PhD School — University of Milano-Bicocca a.a. 2019/20 49




POWER ANALYSIS: WHAT DO WE EXPECT IN A REGRESSION?

g L Fower 3. 1.9.2

File Edit Wiew Tests Calculator Help
Central and noncentral distributions  Protocol of power analyses = PI1E C P1E -: C O
critical t =1.65056 S O gle coe S ope=0
- il h‘\
Fd N -
/ N
0.3 / N A 0
7 ¢ 3 Dlld
f \
/! » o Q
0.2 7 \\ . O .
A
,f LY O DO C dDIC
b
0.1 4 s b
g h
# -
- b
.--"'" —
0 = - - ~ - - - - ' r e - T — -
-3 -2 -1 0 ¥ 2 3 4 5
Qutp otal sample s 0
Input Parameters : Dutput Parameters
Tailis) One V| MNoncentrality parameter & 24929568
!Deterrnine=}| Slope H1 Q. | Critical t 1.6505582

o 2Fr prof J Df 268

Power (1-Berr probﬁ\ﬁ Total sampie size 270
Slope HO ] Actual power 0.8000508

Std dev o_x

Stddeu'c'_!,(
PhD 00 e 0 ano-Bicoccaa.a. 2019/20




POWER ANALYSISINR
HTTPS://CRAN.R-PROJECT.ORG/WEB/PACKAGES/PAMM/PAMM.PDF

Search Results Random effects

ICC (effect size) in package
D) sjstats
Power analysis for random
effects in package pamm (and
)

pwr pwr-package  Basic power calculations pwr effect size - Package ‘effsize’
et et Zptest  Power calculation for teo proporions (same sample sizes)

i pwr. 2p2n.test  Power calculation for two propartions (different sample sizes)
pwrpwr anova.test  Fower calculations for balanced one-way analysis of variance tests
puwr pwr. chisg.test  power calculations for chi-squared tests SImU|at|0nS

et pwer £2.test  Power calculations for the general linear model Superpower in R
puir pwr norm.test  Power calculations for the mean of a normal distribution (known variance)
pwrpwr p.test  Power calculations for proportion tests (one sample) La kens, D., & CaIdWEH, A.R.
patpwr.rtest  Power calculations for correlation test (2019)_ "Simu|ation_Based

puir pwr.t.test  Power calculations for t-tests of means (one sample, two samples and paired samples) = A | . f = c |
pwropwr tZ2n.test  Power calculations for two samples (different sizes) t-tests of means OwWe€r-Ana YSIS or ractoria
ANOVA Designs"

The search string was “pwr”

Help pages:




> pwr.t.test{n = 30, d = 0.5, s5ig.level = 0.05)

Two-sample t test power calculation
n = 30
d =0.5
5ig. level = 0.05
power = 0.4778965
alternative = two.sided

NOTE: n is number in ®*each® group

Very low power

‘ex post’, it is debatable theoretically
for some methodologists.

We need at least .8 power (Lakens is
requires .g!)

> pwr.t.test(d = 0.5, power = 0.80, sig.level = 0.05)

Two-sample T test power calculation

n = 63.76561
d=10.5
sig. level = 0.05
power = 0.8

alternative = two.sided

NOTE: n is number in *each* group

This is ‘ex ante’, we need 64

d: effect size subjects in each group

n=sample size

We can either specify directly d value or the ‘intended’
difference between means D and the pooled standard
deviation
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- [

> power.t.test(delta = 0.50, sd = 2.25, sig.level = 0.05, power = 0.8)
Two-sample t test power calculation

n 318.84:28
delta 0.5
sd 2.25
sig. level 0.05
power 0.8
alternative two. sided

NOTE: n is number in *each®* group

>

Now, we need a different es. We know that the pooled sd is 2.25, we need We need at least 638
to detect a difference between the means equal or smaller than .5o. This subjects
difference is called delta in library pwr
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Power curves (power functions)

> pm&'EF.t.tESt(dE1ta = D. 50‘, Sd = 2.25, S'ig.-|EVE-| = D‘. 0‘5, pD‘.’-‘Ef‘ = D‘. B) Twn_sample t test pﬂwer Ealculation

Two-sample t© test power calculation

100% = t3ils = two_sided

n = 318, 8428
de1t3 = 0.5 effect size d =05
sd = 2.25
sig.level = 0.05 alpha = 0.05
power = 0.8 T -
alternative = two.sided ""‘Il
NOTE: n is number in *each® group 1|_|
> p.T.two <- pwr.t.test(d=0.5, power = 0.8, type= "two.sample"”, alternative = "two.sided") o 5% -
> plot(p.t.two) =
> plot(p.t.two, xlab="sample size per group") E_
> I -
77
b
pwr - developed by Stéphane Champely- power analysis as outlined by S / | _
Cohen (1988) optimal sample siz
2 n =64
° ’ x Lol
0o - nis number in "ea

75

e powerAnalysis: power for experimental design

e simr - Power Analysis for Generalised Linear Mixed Models (Imeg) by Simulation



CONSEQUENCES OF LOW POWER

* Low probability of finding true effects: ow power means that the chance of discovering
effects that are really true is low. Low-powered studies produce more false negatives than
high-powered studies.

* Low positive predictive value : the lower the power of a study, the lower the probability
that an observed “significant” effect (among of all significant effects) actually reflects a
true non-zero effect in the population (vs. a false positive).

* When an underpowered study discovers a true effect, it is likely that the estimate of the
magnitude of that effect will be exaggerated. Effect inflation is worst for small, low-
powered studies, because they can only detect sample parameter estimates effects when
they are large.
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ENJOY BEING POWERFUL!




